


Linear Regression 

Ordinary Least Squares (OLS) 
& 

Gradient Descent



Linear Regression (OLS: Ordinary 
Least Square)

Symbols Meaning

𝑥 Independent variable data from observation

𝑥 Mean of 𝑥

𝑦 Dependent variable data from observation

𝑦 Mean of 𝑦

ො𝑦 Estimate of 𝑦 by the regression model

𝑛 Number of observations

Steps:
1. Get the difference (error): (𝑦- ො𝑦)
2. Square the difference: (𝑦- ො𝑦)2

3. Take the sum for all data: σ (𝑦− ො𝑦)2

This is total error. Our objective 
is to keep this as minimum as 

possible.



Linear Regression (OLS: 
Ordinary Least Square)

𝑌 = 𝑓(𝑥) = 4(𝑥 − 3)2+5

𝑆𝑆𝐸 = 𝑓(? ) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝑎𝑥 − 𝑏)2

𝑆𝑆𝐸 = 𝑓(? ) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝑚𝑥 − c)2

𝑆𝑆𝐸 = 𝑓(? ) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝛽1𝑥 − 𝛽0)
2

𝑆𝑆𝐸 = 𝑓(? ) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝜃1𝑥 − 𝜃0)
2

𝑆𝑆𝐸 = 𝑓(? ) = σ𝑖
𝑛 (𝑦𝑖 − ෝ𝑦𝑖)

2 = σ𝑖
𝑛 (𝑦𝑖 − 𝑎𝑥𝑖 − 𝑏)2



Linear Regression (OLS: 
Ordinary Least Square)

𝑆𝑆𝐸 = 𝑓(𝑎, 𝑏) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝑎𝑥 − 𝑏)2

𝑆𝑆𝐸 = 𝑓(𝑚, 𝑐) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝑚𝑥 − c)2

𝑆𝑆𝐸 = 𝑓(𝛽0, 𝛽1) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝛽1𝑥 − 𝛽0)
2

𝑆𝑆𝐸 = 𝑓(𝜃0, 𝜃1) = σ (𝑦 − ො𝑦)2 = σ (𝑦 − 𝜃1𝑥 − 𝜃0)
2

𝑆𝑆𝐸 = 𝑓(𝑎, 𝑏) = σ𝑖
𝑛 (𝑦𝑖 − ෝ𝑦𝑖)

2 = σ𝑖
𝑛 (𝑦𝑖 − 𝑎𝑥𝑖 − 𝑏)2

𝑌 = 𝑓(𝑥) = 4(𝑥 − 3)2+5



Minimum value of Y

Differentiate 𝒚, Set its value to 0, solve 
the equation to find the value of 𝒙.



Quadratic Functions (Two independent variables)



Minimum value of Y



Minimum value of SSE

Give me (𝑎, 𝑏), where the value of SSE is minimum.

Differentiate SSE partially:
a) With respect to 𝑎, Set its value to 0, Solve the equation to find the value of 𝑎.
b) With respect to 𝑏, Set its value to 0, Solve the equation to find the value of 𝑏.



Linear Regression (OLS: 
Ordinary Least Square)

Let us denote SSE as S for simplicity:
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Gradient Descent













































































































































































































































































































































































































































THANK YOU!


