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Log Odds



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!



Draft: 
Sharin

g is
 stric

tly
 

Prohibite
d!

Increasing ln(odd) is actually increasing probability.
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In brief

What is unknown in the sigmoid function?

Estimate that parameter
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Data:
Students = {A, B, C, D}
A = Pass
B = Fail
C = Fail
D = Pass

M1:
P(A = Pass) = .85
P(B = Pass) = .25
P(C = Pass) = .45
P(D = Pass) = .76

M2:
P(A = Pass) = .94
P(B = Pass) = .23
P(C = Pass) = .10
P(D = Pass) = .91

M3:
P(A = Pass) = .75
P(B = Pass) = .64
P(C = Pass) = .39
P(D = Pass) = .47

M1

M2

M3
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Note: P(yes, no, no, yes) = p(yes)*p(no)*p(no)*p(yes)
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• A loss function is for a single training example. It is also sometimes called an error function. 

• A cost function, on the other hand, is the average loss over the entire training dataset. 

• The optimization strategies aim at minimizing the cost function.
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For Linear Regression:

For Logistic Regression:

β

If we expand these equations, we see 

the parameter β. The job is to Find β 

that minimizes the cost 

Gradient Descent

How?

Maximizing l(β) is equivalent to minimizing –l(β)



THANK YOU!
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