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Pass/Fail or Win/Loss 





































































































































































































































What is Hyperparameter?
A hyperparameter is a configuration variable that is
external to the model. It is defined manually before
the training of the model with the historical dataset.
Its value cannot be evaluated from the datasets.

What is Model Parameter?
A model parameter is a variable whose value is
estimated from the dataset. Parameters are the values
learned during training from the historical data sets.

Parameter: m and c
Hyperparameter: Degree of polynomials,
number of iterations, acceptable error
thresholds, etc.

Parameter vs Hyperparameter

































THANK YOU!


